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In this memo, we provide the following additional materials that were excluded from the original paper due to space constraints: (i) the convergence rate of the one-step NPL algorithm, (ii) the proof of Lemma 3, and (iii) the proofs of Lemma 7-10 in Appendix B.

## 1 One-step NPL Algorithm

Let $L_{N}\left(P, \alpha, \theta_{f}\right)$ denote the NPL objective function defined as $L_{N}\left(P, \alpha, \theta_{f}\right)=\frac{1}{N} \sum_{i=1}^{N} \ln \Psi\left(P, \alpha, \theta_{f}\right)\left(a_{i} \mid x_{i}\right)$.
Suppose that an initial consistent estimator of $\alpha$ is available. The one-step NPL algorithm, with its estimator denoted by $\left(\tilde{\alpha}_{k}^{P L}, \tilde{P}_{k}^{P L}\right)$, is defined recursively as:

Step 1: Given $\left(\tilde{P}_{j-1}^{P L}, \tilde{\alpha}_{j-1}^{P L}, \hat{\theta}_{f}\right)$, update $\alpha$ by $\tilde{\alpha}_{j}^{P L}=\tilde{\alpha}_{j-1}^{P L}-\left(Q_{N, j-1}\right)^{-1} \frac{\partial}{\partial \alpha^{\prime}} L_{N}\left(\tilde{P}_{j-1}^{P L}, \tilde{\alpha}_{j-1}^{P L}, \hat{\theta}_{f}\right)$, where $Q_{N, j-1}=Q_{N}\left(\tilde{P}_{j-1}^{P L}, \tilde{\alpha}_{j-1}^{P L}, \hat{\theta}_{f}\right)$.
Step 2: Update $P$ using $\tilde{\alpha}_{j}^{P L}$ by $\tilde{P}_{j}^{P L}=\Psi\left(\tilde{P}_{j-1}^{P L}, \tilde{\alpha}_{j}^{P L}, \hat{\theta}_{f}\right)$.
Iterate Steps 1-2 until $j=k$.
The following proposition establishes that the one-step NPL algorithm achieves a similar rate of convergence to the original NPL algorithm.

Proposition A. 1 Suppose the assumptions of Proposition 2 hold and the initial estimates $\left(\tilde{\alpha}_{0}^{P L}, \tilde{P}_{0}^{P L}\right)$ are consistent. Then, for $k=1,2, \ldots$,

$$
\begin{aligned}
\tilde{\alpha}_{k}^{P L}-\hat{\alpha}= & O_{p}\left(\left\|\tilde{\alpha}_{k-1}^{P L}-\hat{\alpha}\right\|^{2}+N^{-1 / 2}\left\|\tilde{P}_{k-1}^{P L}-\hat{P}\right\|+\left\|\tilde{P}_{k-1}^{P L}-\hat{P}\right\|^{2}\right) \\
& {\left[+O_{p}\left(N^{-1 / 2}\left\|\hat{\alpha}-\tilde{\alpha}_{k-1}^{P L}\right\|\right) \text { for OPG }\right] } \\
\tilde{P}_{k}^{P L}-\hat{P}= & O_{p}\left(\left\|\tilde{\alpha}_{k}^{P L}-\hat{\alpha}\right\|\right) .
\end{aligned}
$$

Proof of Proposition A. 1 We prove the result for only the NR and OPG methods. The proof for the default NR and line-search NR is essentially the same except for showing $\operatorname{Pr}\left(Q_{N}^{D} \neq\right.$ $\left.Q_{N}^{N R}\right) \rightarrow 0$ and $\operatorname{Pr}\left(Q_{N}^{L S} \neq Q_{N}^{N R}\right) \rightarrow 0$; see the proof of Lemma 7.1 of Andrews (2005) (A05
$\underline{h}^{\text {hereafter }) . ~ W e ~ s u p p r e s s ~ t h e ~ s u p e r s c r i p t ~} P L$ from $\tilde{\alpha}_{j}^{P L}$ and $\tilde{P}_{j}^{P L}$, and we suppress $\hat{\theta}_{f}$ from $\bar{\psi}_{\alpha}\left(P, \alpha, \hat{\theta}_{f}\right)$ and $Q_{N}\left(P, \alpha, \hat{\theta}_{f}\right)$ when it does not lead to confusion.

Recall the MLE satisfies the first order condition $\bar{\psi}_{\alpha}(\hat{P}, \hat{\alpha})=0$. Applying the generalized Taylor's theorem to $\bar{\psi}_{\alpha}(\hat{P}, \hat{\alpha})-\bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)$ gives

$$
\begin{align*}
0= & \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)+D_{\alpha} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\left(\hat{\alpha}-\tilde{\alpha}_{j-1}\right) \\
& +D_{P} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\left(\hat{P}-\tilde{P}_{j-1}\right)+R_{N, j} \\
= & \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)+Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\left(\tilde{\alpha}_{j}-\tilde{\alpha}_{j-1}\right)+Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\left(\hat{\alpha}-\tilde{\alpha}_{j}\right) \\
& +\left[D_{\alpha} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)-Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\right]\left(\hat{\alpha}-\tilde{\alpha}_{j-1}\right) \\
& +D_{P} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\left(\hat{P}-\tilde{P}_{j-1}\right)+R_{N, j}, \tag{1}
\end{align*}
$$

where $R_{N, j}=O_{p}\left(\left\|\hat{P}-\tilde{P}_{j-1}\right\|^{2}+\left\|\hat{\alpha}-\tilde{\alpha}_{j-1}\right\|^{2}\right)$ from Lemma $7(\mathrm{~b})$. The first two terms on the right of (1) cancel out. For the fourth term on the right of (1), the term inside the bracket is zero in the NR and $O_{p}\left(\left\|\hat{P}-\tilde{P}_{j-1}\right\|+\left\|\hat{\alpha}-\tilde{\alpha}_{j-1}\right\|+N^{-1 / 2}\right)$ in the OPG from Lemma $7(\mathrm{~d})$, (e) and the information matrix equality. For the fifth term on the right of (1), it follows from the generalized Taylor's theorem, Lemma 7(c), and $\hat{P}-P^{0}, \hat{\theta}-\theta^{0}=$ $O_{p}\left(N^{-1 / 2}\right)$ that $D_{P} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}, \hat{\theta}_{f}\right)=O_{p}\left(\left\|\tilde{P}_{j-1}-\hat{P}\right\|\right)+O_{p}\left(\left\|\tilde{\alpha}_{j-1}-\hat{\alpha}\right\|\right)+O_{p}\left(N^{-1 / 2}\right)$. Therefore, $Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\left(\hat{\alpha}-\tilde{\alpha}_{j}\right)=O_{p}\left(N^{-1 / 2}\left\|\hat{P}-\tilde{P}_{j-1}\right\|\right)+O_{p}\left(\left\|\hat{\alpha}-\tilde{\alpha}_{j-1}\right\|^{2}+\left\|\hat{P}-\tilde{P}_{j-1}\right\|^{2}\right)$ $\left[+O_{p}\left(N^{-1 / 2}\left\|\hat{\alpha}-\tilde{\alpha}_{j-1}\right\|\right)\right.$ for OPG]. The stated bound of $\tilde{\alpha}_{j}-\hat{\alpha}$ follows from $Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right) \rightarrow_{p}$ $E\left(\partial^{2} / \partial \alpha \partial \alpha^{\prime}\right) \ln \Psi\left(P^{0}, \theta^{0}\right)$, which is negative definite.

We complete the proof by showing the bound of $\tilde{P}_{j}-\hat{P}$. Similarly to the proof of Proposition 2, expanding $\tilde{P}_{j}=\Psi\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j}\right)$ around $(\hat{P}, \hat{\alpha})$ and applying $D_{P} \Psi(\hat{P}, \hat{\alpha})=0$ and Assumption $4(\mathrm{~g})$ gives $\tilde{P}_{j}=\hat{P}+O_{p}\left(\left\|\tilde{\alpha}_{j}-\hat{\alpha}\right\|+\left\|\tilde{P}_{j-1}-\hat{P}\right\|^{2}\right)=\hat{P}+O_{p}\left(\left\|\tilde{\alpha}_{j}-\hat{\alpha}\right\|\right)$. The required result follows by induction.

## 2 Proof of Lemma 3

We drop the superscript $P L$ and $M P L$ from $\tilde{\alpha}_{k}$ and $\tilde{P}_{k}$. We show that, if $\tilde{\alpha}_{0}=\alpha^{0}$ and $\tilde{P}_{0}=P^{0}$, then for $k=0,1, \ldots$ (this corresponds to (A.9) of A05)

$$
\begin{align*}
\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left\|\tilde{\alpha}_{k}-\hat{\alpha}\right\|>\mu_{N, k}\right)=o\left(N^{-c}\right), & \sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left\|\tilde{P}_{k}-\hat{P}\right\|>\mu_{N, k}\right)=o\left(N^{-c}\right),  \tag{2}\\
\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left|T_{N, k}\left(\theta_{r}^{0}\right)-T_{N}\left(\theta_{r}^{0}\right)\right|>N^{-1 / 2} \mu_{N, k}\right) & =o\left(N^{-c}\right)  \tag{3}\\
\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left|\mathcal{W}_{N, k}\left(\theta^{0}\right)-\mathcal{W}_{N}\left(\theta^{0}\right)\right|>N^{-1 / 2} \mu_{N, k}\right) & =o\left(N^{-c}\right) . \tag{4}
\end{align*}
$$

Then, as in the proof of Theorem 7.1 of A05 (p. 203), the stated result follows from applying Lemma A. 1 of A05 three times, because the condition on $\hat{\theta}$ (corresponding to $\hat{\theta}_{N}$ in A05) in Lemma A. 1 of A05 is satisfied by our Lemma 9.

First, using an induction argument, we prove the result for the one-step NPL algorithm. Let $\mu_{N, k}=N^{-(k+1) / 2} \ln ^{k+1} N$. For $k=0,(2)$ holds from Lemma 9 and $\sup _{\theta \in \Theta}\left\|(\partial / \partial \theta) P_{\theta}\right\|<\infty$.

Suppose (2) holds for $k=j-1 \geq 0$. Then, from (1) in the proof of Proposition A.1, we have

$$
\begin{align*}
\tilde{\alpha}_{j}-\hat{\alpha}= & Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)^{-1}\left[D_{\alpha} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)-Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\right]\left(\hat{\alpha}-\tilde{\alpha}_{j-1}\right) \\
& +Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)^{-1} D_{P} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\left(\hat{P}-\tilde{P}_{j-1}\right)+Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)^{-1} R_{N, j}, \tag{5}
\end{align*}
$$

where $\left\|R_{N, j}\right\| \leq\left(\sup _{\left(P, \alpha, \theta_{f}\right)}\left\|D^{2} \bar{\psi}_{\alpha}\left(P, \alpha, \theta_{f}\right)\right\|\right)\left(\left\|\hat{\alpha}-\tilde{\alpha}_{j-1}\right\|^{2}+\left\|\hat{P}-\tilde{P}_{j-1}\right\|^{2}\right)$.
We obtain $\left\|D_{P} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\right\| \leq \xi_{N, j}\left(N^{-1 / 2} \ln N+\left\|\tilde{P}_{j-1}-\hat{P}\right\|+\left\|\tilde{\alpha}_{j-1}-\hat{\alpha}\right\|\right)$ with $\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left\|\xi_{N, j}\right\|>K\right)=o\left(N^{-c}\right)$ for some $K<\infty$, by expanding $D_{P} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)=$ $D_{P} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}, \hat{\theta}_{f}\right)$ around $\left(P^{0}, \alpha^{0}, \theta_{f}^{0}\right)$, applying the triangle inequality to $\left\|\tilde{P}_{j-1}-P^{0}\right\|$ and $\left\|\tilde{\alpha}_{j-1}-\alpha^{0}\right\|$, and using Lemma $7(\mathrm{f}), \sup _{(a, x)} \sup _{(P, \theta)}\left\|D^{3} \ln \Psi(P, \theta)(a \mid x)\right\|<\infty$, $\sup _{(a, x)} \sup _{\theta}\left\|(\partial / \partial \theta) P_{\theta}(a \mid x)\right\|<\infty$, and Lemma 9 .

Similarly, we obtain $\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left\|Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)^{-1}\right\|>K\right)=o\left(N^{-c}\right)$ by expanding $Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)$ around $\left(P^{0}, \alpha^{0}, \theta_{f}^{0}\right)$ and applying Lemma A.2(a) of A05 and Assumption 7 (c).

In case of NR, the first term on the right of (5) is zero. Hence, the first equation of (2) for $k=$ $j$ follows from these bounds on $D_{P} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)$ and $Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)^{-1}$. In case of the default NR, line-search NR, and OPG, repeating the argument of the proof of Lemma 1 of Andrews (2001) gives $\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left\|D_{\alpha} \bar{\psi}_{\alpha}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)-Q_{N}\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j-1}\right)\right\|>N^{-1 / 2} \ln N\right)=o\left(N^{-c}\right)$. Using this, we can bound the first term on the right of (5) and establish that the first equation of (2) holds for $k=j$. To show that the second equation of (2) holds for $k=j$, expanding $\Psi\left(\tilde{P}_{j-1}, \tilde{\alpha}_{j}\right)$ around $(\hat{P}, \hat{\alpha})$ and applying $D_{P} \Psi(\hat{P}, \hat{\alpha})=0$ give $\left\|\tilde{P}_{j}-\hat{P}\right\| \leq\left\|D_{\alpha} \Psi(\hat{P}, \hat{\alpha})\right\|\left\|\tilde{\alpha}_{j}-\hat{\alpha}\right\|$ $+\left(\sup _{(P, \alpha)}\left\|D^{2} \Psi\left(P, \alpha, \hat{\theta}_{f}\right)\right\|\right)\left(\left\|\tilde{\alpha}_{j}-\hat{\alpha}\right\|^{2}+\left\|\tilde{P}_{j-1}-\hat{P}\right\|^{2}\right)$. Then the required result follows from $\sup _{(P, \theta)}\|D \Psi(P, \theta)\|<\infty$ and $\sup _{(P, \theta)}\left\|D^{2} \Psi(P, \theta)\right\|<\infty$.

We proceed to prove (3) and (4). Let $\Sigma_{r}$ denote $\left(\Sigma_{N}(\hat{\theta})\right)_{r r}$. Also, let $\Sigma_{k, r}$ denote $\Sigma_{r}$ with $D_{N}(\hat{\theta})$ and $V_{N}(\hat{\theta})$ replaced with $D_{N}^{P L}\left(\tilde{P}_{k}, \tilde{\theta}_{k}\right)$ and $V_{N}^{P L}\left(\tilde{P}_{k}, \tilde{\theta}_{k}\right)$, where $\tilde{\theta}_{k}=\left(\tilde{\alpha}_{k}^{\prime}, \hat{\theta}_{f}^{\prime}\right)$. In view of the arguments in pp. 205-6 of A05, (3) holds if there exists $K<\infty$ and $\delta>0$ such that

$$
\begin{array}{ll}
\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left|\Sigma_{r}-\Sigma_{k, r}\right|>\mu_{N, k}\right)= & o\left(N^{-c}\right), \\
\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\Sigma_{k, r}<\delta\right)=o\left(N^{-c}\right), & \sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\Sigma_{r}<\delta\right)=o\left(N^{-c}\right) . \tag{7}
\end{array}
$$

Let $\bar{\theta}$ denote an estimator that satisfies: for all $\varepsilon>0, \sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left\|\bar{\theta}-\theta^{0}\right\|>\varepsilon\right)=o\left(N^{-c}\right)$. Then, proceeding in the same way as the proof of Lemma A. 3 of A05, we obtain the following; for all $\varepsilon>0$ and some $K<\infty, \sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left\|V_{N}(\bar{\theta})-V\left(\theta^{0}\right)\right\|>\varepsilon\right)=o\left(N^{-c}\right)$ and $\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left\|D_{N}(\bar{\theta})-D\left(\theta^{0}\right)\right\|>\varepsilon\right)=o\left(N^{-c}\right)$. Thus, (7) holds. Equation (6) holds if $\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\left\|V_{N}^{P L}\left(\tilde{P}_{k}, \tilde{\theta}_{k}\right)-V_{N}(\hat{\theta})\right\|>\mu_{N, k}\right)=o\left(N^{-c}\right)$ and $\sup _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\| D_{N}^{P L}\left(\tilde{P}_{k}, \tilde{\theta}_{k}\right)-\right.$ $\left.D_{N}(\hat{\theta}) \|>\mu_{N, k}\right)=o\left(N^{-c}\right)$. Note that $V_{N}(\hat{\theta})=V_{N}^{P L}(\hat{P}, \hat{\theta})$ from (10). Therefore, the first result follows from applying the generalized Taylor's theorem to $V_{N}^{P L}\left(\tilde{P}_{k}, \tilde{\theta}_{k}\right)-V_{N}^{P L}(\hat{P}, \hat{\theta})$ in conjunction with Lemma A.2(b) of A05 and (2). The second result is proven in an analogous manner, and we complete the proof of (3). Finally, in view of the argument in p. 206 of A05, (4) follows from (2) and the proof of (3), because Lemma A.8(a) of A05 holds in our case (see the proof of Lemma 2). The proof for the one-step NPL for general $k \geq 1$ follows by induction.

The proof for the one-step NMPL algorithm follows an analogous argument, and hence is omitted.

## 3 Appendix B: Auxiliary results

Lemma 7 collects the bounds that are used in the proof of Propositions 2-4, A.1, and Lemma 3. Lemma 8 collects the results on the derivatives of $\ln \Psi_{2}(P, \theta)$. Lemma 9 is our version (i.e., for $\hat{\alpha}$ and $\hat{\theta}_{f}$ ) of Lemma A. 4 of A05. Lemma 10 is our version (i.e., for $\hat{\alpha}$ and $\hat{\theta}_{f}$ ) of Lemma A. 6 of A05.

Lemma 7 Suppose Assumptions 1-5 hold, $\bar{P} \rightarrow_{p} P^{0}$, and $\bar{\theta} \rightarrow_{p} \theta^{0}$. Let $\psi_{i}(P, \theta)$ denote either $\ln \Psi(P, \theta)\left(a_{i} \mid x_{i}\right)$ or $\ln \Psi_{2}(P, \theta)\left(a_{i} \mid x_{i}\right)$. Then
(a) $D^{s} \Psi(\bar{P}, \bar{\theta})\left(a_{i} \mid x_{i}\right)=O_{p}(1) \quad$ for $s=1,2$,
(b) $N^{-1} \sum_{i=1}^{N} \sup _{(P, \theta) \in B_{P} \times \Theta_{0}}\left\|D^{s} \psi_{i}(P, \theta)\right\|^{q}=O_{p}(1) \quad$ for $q=1,2$ and $s=1, \ldots, 4$,
(c) $\sup _{h \in B_{p}}\left\|N^{-1} \sum_{i=1}^{N} D_{P \alpha} \ln \Psi\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right) h\right\|=O_{p}\left(N^{-1 / 2}\right)$,
(d) $N^{-1} \sum_{i=1}^{N} D^{2} \psi_{i}(\bar{P}, \bar{\theta})=E_{\theta^{0}} D^{2} \psi_{i}\left(P^{0}, \theta^{0}\right)+O_{p}\left(\left\|\bar{P}-P^{0}\right\|+\left\|\bar{\theta}-\theta^{0}\right\|+N^{-1 / 2}\right)$,
(e) $\left\{\begin{array}{l}N^{-1} \sum_{i=1}^{N} D_{\theta} \psi_{i}(\bar{P}, \bar{\theta}) D_{\theta} \psi_{i}(\bar{P}, \bar{\theta}) \\ =E_{\theta^{0}} D_{\theta} \psi_{i}\left(P^{0}, \theta^{0}\right) D_{\theta} \psi_{i}\left(P^{0}, \theta^{0}\right)+O_{p}\left(\left\|\bar{P}-P^{0}\right\|+\left\|\bar{\theta}-\theta^{0}\right\|+N^{-1 / 2}\right) .\end{array}\right.$

If Assumptions 1-8 hold, then (b) holds for $(P, \theta) \in B_{P} \times \Theta_{1}$.
(f) Suppose Assumptions 1-8 hold. Then, for all $\varepsilon>0$ and $c>0$,
$\sup _{\theta^{0} \in \Theta^{1}} \operatorname{Pr}\left(\left\|N^{-1} \sum_{i=1}^{N} D_{P \alpha} \ln \Psi\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right)\right\|>\varepsilon N^{-1 / 2} \ln N\right)=o\left(N^{-c}\right)$.
Proof Parts (a) and (b) follow from Assumptions 4(c), 4(g), and 5(b).
For part (c), first recall $E D_{P \alpha} \ln \Psi\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right)=0$ from the information matrix equality and Proposition 1. When the support of $x_{i}$ is finite, the stated result follows immediately because $D_{P \alpha} \ln \Psi\left(P^{0}, \theta^{0}\right)(a \mid x)$ is a matrix. When some elements of $x_{i}$ are continuously distributed, we apply the framework of Section B. 1 of Ichimura and Lee (2006), who build on van der Vaart and Wellner (1996) (VW hereafter). Without loss of generality, assume all the elements of $x$ are continuously distributed. Define $y=\{a, x\}$ and $m_{h}\left(y_{i}\right)=D_{P \alpha} \ln \Psi\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right) h$. Let $\mathcal{M}=\left\{m_{h}(y): h \in B_{P}\right\}$. Then, it suffices to show $\sup _{m_{h} \in \mathcal{M}}\left|N^{-1 / 2} \sum_{i=1}^{N} m_{h}\left(y_{i}\right)\right|=O_{p}(1)$. From Theorem 2.14.2 of VW, there exists a constant $C$ such that

$$
\begin{equation*}
E\left[\sup _{m_{h} \in \mathcal{M}}\left|N^{-1 / 2} \sum_{i=1}^{N} m_{h}\left(y_{i}\right)\right|\right] \leq C \int_{0}^{1} \sqrt{1+\log N_{\square}\left(\varepsilon\|M\|_{P, 2}, \mathcal{M},\|\cdot\|_{P, 2}\right)} d \varepsilon\|M\|_{P, 2}, \tag{8}
\end{equation*}
$$

where $N_{\square}(\varepsilon, \mathcal{M},\|\cdot\|)$ is the bracketing number for the set $\mathcal{M}, M(y)=\sup _{m_{h} \in \mathcal{M}}\left|m_{h}(y)\right|$, and $\|M\|_{P, 2}=\left(E|M(y)|^{2}\right)^{1 / 2}$. See VW p. 83 for exact definitions. In our case, $\|M\|_{P, 2}<\infty$ from Assumption $4(\mathrm{~g})$. Since $m_{h}(y)$ is a linear operator in $h$, it follows from Theorem 2.7.11 of VW that $N_{\square}\left(2 \varepsilon\|M\|_{P, 2}, \mathcal{M},\|\cdot\|_{P, 2}\right) \leq N\left(\varepsilon, B_{P},\|\cdot\|_{\infty}\right)$, where $N\left(\varepsilon, B_{P},\|\cdot\| \|_{\infty}\right)$ is the covering number for the set $B_{P}$ (see VW p. 83 for the definition), and $\|\cdot\|_{\infty}$ is the sup norm in $B_{P}$. Finally, it follows from the smoothness of $P(a \mid x)$ specified in Assumption 4(i) and Theorem 2.7.1 of VW that $\log N\left(\varepsilon, B_{P},\|\cdot\|_{\infty}\right) \leq C_{K}(1 / \varepsilon)^{\beta}$ with $\beta<2$ and $C_{K}<\infty$. Consequently, the left hand side of (8) is finite, and part (c) follows.

Parts (d) and (e) follow from part (b) and the law of large numbers.

For part (f), from Theorem 2.14 .24 of VW, there exist constants $C$ and $D$ such that

$$
\begin{equation*}
\operatorname{Pr}\left(\sup _{m \in \mathcal{M}}\left|N^{-1 / 2} \sum_{i=1}^{N} m\left(y_{i}\right)\right|>C t\right) \leq D \exp -\frac{t^{2} N^{1 / 2}}{\max \left(\mu_{N}, N^{-1 / 2}\right)+N^{1 / 2} \sigma_{\mathcal{M}}^{2}}, \tag{9}
\end{equation*}
$$

for all $t$ such that $\mu_{N} \leq t \leq \max \left(\mu_{N}, N^{-1 / 2}\right)+N^{1 / 2} \sigma_{\mathcal{M}}^{2}$, where $\mu_{N}=E\left[\sup _{m \in \mathcal{M}}\left|N^{-1 / 2} \sum_{i=1}^{N} m_{h}\left(y_{i}\right)\right|\right]$ and $\sigma_{\mathcal{M}}^{2}=\sup _{m \in \mathcal{M}}\left|E(m-E m)^{2}\right|$. Note that $\mu_{N}<\infty$ from part (c) and $\sigma_{\mathcal{M}}^{2}<\infty$ because $m$ is bounded. Set $t=\varepsilon \log N / C$. Then, for sufficiently large $N, \mu_{N} \leq t \leq \max \left(\mu_{N}, N^{-1 / 2}\right)+N^{1 / 2} \sigma_{\mathcal{M}}^{2}$ holds, and the right hand side of (9) is bounded by $D \exp -c_{2}(\log N)^{2}$ for a constant $c_{2}>0$, which is $o\left(N^{-c}\right)$ for any $c>0$.

Lemma 8 Suppose Assumptions 1-4 hold. Then
(a) $\left\{\begin{array}{l}D_{P} \ln \Psi_{2}\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right)=0, \quad D_{\theta} \ln \Psi_{2}\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right)=D \ln P_{\theta}\left(a_{i} \mid x_{i}\right), \\ D_{\theta \theta} \ln \Psi_{2}\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right)=D^{2} \ln P_{\theta}\left(a_{i} \mid x_{i}\right), \quad D_{P \theta} \ln \Psi_{2}\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right)=0 . \\ \text { The same results hold for the derivatives of } \Psi_{2}\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) \text { and } P_{\theta}\left(a_{i} \mid x_{i}\right) .\end{array}\right.$
(b) $\quad E_{\theta^{0}} D_{P P \theta} \ln \Psi_{2}\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right)=0, \quad E_{\theta^{0}} D_{\theta P \theta} \ln \Psi_{2}\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right)=0$.
(c) $\left\{\begin{array}{l}\sup _{\left(h_{1}, h_{2}\right) \in B_{P} \times B_{P}}\left\|N^{-1} \sum_{i=1}^{N} D_{P P \theta} \ln \Psi_{2}\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right) h_{1} h_{2}\right\|=O_{p}\left(N^{-1 / 2}\right), \\ \sup _{\left(h_{1}, h_{2}\right) \in \Theta \times B_{P}}\left\|N^{-1} \sum_{i=1}^{N} D_{\theta P \theta} \ln \Psi_{2}\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right) h_{1} h_{2}\right\|=O_{p}\left(N^{-1 / 2}\right) .\end{array}\right.$

Proof The first result of part (a) is a simple consequence of Proposition 1 and the chain rule. For the other results of part (a), recall $P_{\theta}\left(a_{i} \mid x_{i}\right)$ is defined implicitly as a function of $\theta$ as $P_{\theta}\left(a_{i} \mid x_{i}\right)=\Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right)$. Taking the derivative of $\ln P_{\theta}\left(a_{i} \mid x_{i}\right)=\ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right)$ and using Proposition 1 gives

$$
\begin{equation*}
D \ln P_{\theta}\left(a_{i} \mid x_{i}\right)=D_{P} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) D P_{\theta}+D_{\theta} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right)=D_{\theta} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) . \tag{10}
\end{equation*}
$$

It follows from the chain rule and $D_{P} \Psi\left(P_{\theta}, \theta\right)=0$ that, for all $h \in \Theta$,

$$
\begin{align*}
D^{2} \ln P_{\theta}\left(a_{i} \mid x_{i}\right) h= & D_{P P} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) D P_{\theta} h \cdot D P_{\theta}+D_{\theta P} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) h \cdot D P_{\theta} \\
& +D_{P \theta} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) \cdot D P_{\theta} h+D_{\theta \theta} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) h . \tag{11}
\end{align*}
$$

Now collect the derivatives of $\ln \Psi_{2}(P, \theta)=\ln \Psi(\Psi(P, \theta), \theta)$, where $P$ is not necessarily the fixed point of $\Psi(\cdot, \theta)$.

$$
\begin{equation*}
D_{\theta} \ln \Psi_{2}(P, \theta)\left(a_{i} \mid x_{i}\right)=D_{P} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right) D_{\theta} \Psi(P, \theta)+D_{\theta} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right), \tag{12}
\end{equation*}
$$

where $D_{P} \ln \Psi(\Psi(P, \theta), \theta)$ is the F-derivative of $\ln \Psi(P, \theta)$ with respect to $P$ evaluated at $(\Psi(P, \theta), \theta)$, and similarly for $D_{P P} \ln \Psi(\Psi(P, \theta), \theta)$ etc. Furthermore, for all $h \in \Theta$

$$
\begin{align*}
D_{\theta \theta} & \ln \Psi_{2}(P, \theta)\left(a_{i} \mid x_{i}\right) h=D_{P P} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right) D_{\theta} \Psi(P, \theta) h \cdot D_{\theta} \Psi(P, \theta) \\
& +D_{\theta P} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right) h \cdot D_{\theta} \Psi(P, \theta)+D_{P} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right) D_{\theta \theta} \Psi(P, \theta) h \\
& +D_{P \theta} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right) D_{\theta} \Psi(P, \theta) h+D_{\theta \theta} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right) h . \tag{13}
\end{align*}
$$

The cross derivative of $\Psi_{2}(P, \theta)$ takes the form, for all $h \in B_{P}$

$$
\begin{align*}
& D_{P \theta} \ln \Psi_{2}(P, \theta)\left(a_{i} \mid x_{i}\right) h=D_{P P} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right) D_{P} \Psi(P, \theta) h \cdot D_{\theta} \Psi(P, \theta) \\
& \quad+D_{P} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right) D_{P \theta} \Psi(P, \theta) h+D_{P \theta} \ln \Psi(\Psi(P, \theta), \theta)\left(a_{i} \mid x_{i}\right) D_{P} \Psi(P, \theta) h . \tag{14}
\end{align*}
$$

Evaluating (12)-(14) at $P=P_{\theta}$ with $D_{P} \Psi\left(P_{\theta}, \theta\right)=0$ and using (10)-(11) gives the first set of the results in part (a). The required results for the derivatives of $\Psi_{2}\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right)$ and $P_{\theta}\left(a_{i} \mid x_{i}\right)$ follow from the same argument.

To show part (b), taking the F-derivative of (14) and evaluating it at $P=P_{\theta}$ gives, for all $h_{1}, h_{2} \in B_{P}, D_{P P \theta} \ln \Psi_{2}\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) h_{1} h_{2}=D_{P P} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) D_{P P} \Psi\left(P_{\theta}, \theta\right) h_{1} h_{2}$. $D_{\theta} \Psi\left(P_{\theta}, \theta\right)+D_{P \theta} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) D_{P P} \Psi\left(P_{\theta}, \theta\right) h_{1} h_{2}$. Similarly, for all $k_{1} \in \Theta$ and $k_{2} \in B_{P}$, $D_{\theta P \theta} \ln \Psi_{2}\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) k_{1} k_{2}=D_{P P} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) D_{\theta P} \Psi\left(P_{\theta}, \theta\right) k_{1} k_{2} \cdot D_{\theta} \Psi\left(P_{\theta}, \theta\right)$ $+D_{P \theta} \ln \Psi\left(P_{\theta}, \theta\right)\left(a_{i} \mid x_{i}\right) D_{\theta P} \Psi\left(P_{\theta}, \theta\right) k_{1} k_{2}$. Part (b) follows because $E_{\theta^{0}} D_{P P} \ln \Psi\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right)=$ 0 and $E_{\theta^{0}} D_{P \theta} \ln \Psi\left(P^{0}, \theta^{0}\right)\left(a_{i} \mid x_{i}\right)=0$ from Proposition 1 and the information matrix equality.

The proof of part (c) follows from the same argument as the proof of part (c) of Lemma 7. The only difference is that $D_{P P \theta}$ is an operator in $h, k \in B_{P} \times B_{P}$, which has $2 d$ continuously distributed elements.

Lemma 9 Suppose Assumptions 1-8 hold. Then, for all $\varepsilon>0$,

$$
\sup _{\theta^{0} \in \Theta^{1}} \operatorname{Pr}_{\theta^{0}}\left(N^{1 / 2}\left\|\hat{\theta}_{f}-\theta_{f}^{0}\right\|+N^{1 / 2}\left\|\hat{\alpha}-\alpha^{0}\right\|>\varepsilon \ln N\right)=o\left(N^{-c}\right) .
$$

Proof From Lemma 5 of Andrews (2001), we have $\sup _{\theta_{f}^{0} \in \Theta_{f}^{1}} \operatorname{Pr}_{\theta_{f}^{0}}\left(N^{1 / 2}\left\|\hat{\theta}_{f}-\theta_{f}^{0}\right\|>\varepsilon \ln N\right)=$ $o\left(N^{-c}\right)$ for all $\varepsilon>0$.

Define $\rho_{N}\left(\alpha, \theta_{f}\right)=-N^{-1} \sum_{i=1}^{N} \ln P_{\left(\alpha, \theta_{f}\right)}\left(a_{i} \mid x_{i}\right)$ and $\rho\left(\alpha, \theta_{f}\right)=-E_{\theta^{0}} \ln P_{\left(\alpha, \theta_{f}\right)}\left(a_{i} \mid x_{i}\right)$, so that $\hat{\alpha}=\arg \min _{\alpha \in \Theta_{\alpha}} \rho_{N}\left(\alpha, \hat{\theta}_{f}\right)$. By Assumption $6(\mathrm{~b})$, given any $\epsilon>0$, there exists $\delta>0$ such that $\left\|\alpha-\alpha^{0}\right\|>\varepsilon$ implies $\rho\left(\alpha, \theta_{f}^{0}\right)-\rho\left(\alpha^{0}, \theta_{f}^{0}\right) \geq \delta$. Therefore, $\sup _{\theta^{0} \in \Theta^{1}} \operatorname{Pr}_{\theta^{0}}(\| \hat{\alpha}-$ $\left.\alpha^{0} \|>\varepsilon\right) \leq \sup _{\theta^{0} \in \Theta^{1}} \operatorname{Pr}_{\theta^{0}}\left(\rho\left(\hat{\alpha}, \theta_{f}^{0}\right)-\rho\left(\alpha^{0}, \theta_{f}^{0}\right) \geq \delta\right)$. Since $\rho\left(\alpha, \theta_{f}\right)$ is uniformly continuous, the right hand is no larger than $\sup _{\theta^{0} \in \Theta^{1}} \operatorname{Pr}_{\theta^{0}}\left(\rho\left(\hat{\alpha}^{\hat{\alpha}}, \hat{\theta}_{f}\right)-\rho\left(\alpha^{0}, \hat{\theta}_{f}\right) \geq \delta / 2\right)+o\left(N^{-c}\right) \leq$ $\sup _{\theta^{0} \in \Theta^{1}} \operatorname{Pr}_{\theta^{0}}\left(\rho\left(\hat{\alpha}, \hat{\theta}_{f}\right)-\rho_{N}\left(\hat{\alpha}, \hat{\theta}_{f}\right)+\rho_{N}\left(\alpha^{0}, \hat{\theta}_{f}\right)-\rho\left(\alpha^{0}, \hat{\theta}_{f}\right) \geq \delta / 2\right)+o\left(N^{-c}\right)=o\left(N^{-c}\right)$, where the first inequality follows from $\rho_{N}\left(\hat{\alpha}, \hat{\theta}_{f}\right)-\rho_{N}\left(\alpha^{0}, \hat{\theta}_{f}\right) \leq 0$ and the last equality follows from $\sup _{\theta^{0} \in \Theta^{1}} \operatorname{Pr}_{\theta^{0}}\left(\sup _{\left(\alpha, \theta_{f}\right) \in \Theta}\left|\rho_{N}\left(\alpha, \theta_{f}\right)-\rho\left(\alpha, \theta_{f}\right)\right|>\eta\right)=o\left(N^{-c}\right)$ for all $\eta>0$, which follows from (8.49) in Andrews (2001).

Therefore, we can use the argument in p. 34 of Andrews (2001) following his equation (8.51) to obtain $\inf _{\theta^{0} \in \Theta^{1}} \operatorname{Pr}_{\theta^{0}}\left((\partial / \partial \alpha) \rho_{N}\left(\hat{\alpha}, \hat{\theta}_{f}\right)=0\right)=1-o\left(N^{-c}\right)$. Then, the stated result for $\hat{\alpha}$ follows from expanding $(\partial / \partial \alpha) \rho_{N}\left(\hat{\alpha}, \hat{\theta}_{f}\right)$ around $\left(\alpha^{0}, \theta_{f}^{0}\right)$ and applying an argument similar to (8.52) in Andrews (2001).

Lemma 10 Suppose Assumptions 1-8 hold. Define $S_{N}(\theta)=N^{-1} \sum_{i=1}^{N} h\left(w_{i}, \theta\right)$ and $\hat{\theta}=\left(\hat{\alpha}^{\prime}, \hat{\theta}_{f}^{\prime}\right)^{\prime}$. Let $\Delta_{N}\left(\theta^{0}\right)$ denote $N^{1 / 2}\left(\hat{\theta}-\theta^{0}\right)$, $T_{N}\left(\theta_{r}^{0}\right)$, or $H_{N}\left(\hat{\theta}, \theta^{0}\right)$. Let $L$ denote the dimension of $\Delta_{N}\left(\theta^{0}\right)$. For each definition of $\Delta_{N}\left(\theta^{0}\right)$, there is an infinitely differentiable function $G(\cdot)$ that does not depend on $\theta^{0}$ and that satisfies $G\left(E_{\theta^{0}} S_{N}\left(\theta^{0}\right)\right)=0$ for all $N$ large and all $\theta^{0} \in \Theta_{1}$, and $\sup _{\theta^{0} \in \Theta_{1}} \sup _{B \in \mathcal{B}_{L}}\left|\operatorname{Pr}_{\theta^{0}}\left(\Delta_{N}\left(\theta^{0}\right) \in B\right)-\operatorname{Pr}_{\theta^{0}}\left(N^{1 / 2} G\left(S_{N}\left(\theta^{0}\right)\right) \in B\right)\right|=o\left(N^{-c}\right)$, where $\mathcal{B}_{L}$ denotes the class of all convex sets in $\mathbb{R}^{L}$.

Proof The proof follows the proof of Lemma A. 6 of A05. Suppose $\Delta_{N}\left(\theta^{0}\right)=N^{1 / 2}(\hat{\theta}-$ $\left.\theta^{0}\right)$. Define $s(\theta)=\left[\left(\partial / \partial \alpha^{\prime}\right) N^{-1} \sum_{i=1}^{N} \ln P_{\left(\alpha, \theta_{f}\right)}\left(a_{i} \mid x_{i}\right),\left(\partial / \partial \theta_{f}^{\prime}\right) N^{-1} \sum_{i=1}^{N} \ln f_{\theta_{f}}\left(x_{i}^{\prime} \mid a_{i}, x_{i}\right)\right]^{\prime}$. From Lemma $9, \hat{\theta}$ is in the interior of $\Theta$ with probability $1-o\left(N^{-c}\right)$, and we have $\inf _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}(s(\hat{\theta})=$ $0)=1-o\left(N^{-c}\right)$. Consequently, the proof of Lemma A. 6 of A05 carries through if we replace $(\partial / \partial \theta) \rho_{N}(\theta)$ and $\hat{\theta}_{N}$ in A05 with our $s(\theta)$ and $\hat{\theta}$. The only difference is $\left.(\partial / \partial x) \nu\left(E_{\theta_{0}} R_{N}\left(\theta_{0}\right), x\right)\right|_{x=0}=$ $N^{-1} \sum_{i=1}^{N} E_{\theta_{0}} g\left(\tilde{W}_{i}, \theta_{0}\right) g\left(\tilde{W}_{i}, \theta_{0}\right)^{\prime}$ in line 20, p. 210 of A05 needs to be replaced with

$$
\left.\frac{\partial}{\partial x} \nu\left(E_{\theta^{0}} R_{N}\left(\theta^{0}\right), x\right)\right|_{x=0}=E\left[\begin{array}{cc}
\left(\partial^{2} / \partial \alpha \partial \alpha^{\prime}\right) \ln P_{\theta^{0}}\left(a_{i} \mid x_{i}\right) & \left(\partial^{2} / \partial \alpha \partial \theta_{f}^{\prime}\right) \ln P_{\theta^{0}}\left(a_{i} \mid x_{i}\right) \\
0 & \left(\partial^{2} / \partial \theta_{f} \partial \theta_{f}^{\prime}\right) \ln f_{\theta_{f}^{0}}\left(x_{i}^{\prime} \mid a_{i}, x_{i}\right)
\end{array}\right] .
$$

Because this is negative definite, the implicit function theorem can be applied to $\nu(\cdot, \cdot)$ at the point $\left(E_{\theta^{0}} R_{N}\left(\theta^{0}\right), 0\right)$, to obtain $\inf _{\theta^{0} \in \Theta_{1}} \operatorname{Pr}_{\theta^{0}}\left(\hat{\theta}-\theta^{0}=\Lambda\left(R_{N}\left(\theta^{0}\right)+e_{N}\left(\theta^{0}\right)\right)\right)=1-o\left(N^{-c}\right)$. This equation corresponds to (A.35) of A05, where $R_{N}\left(\theta^{0}\right)$ and $e_{N}\left(\theta^{0}\right)$ are defined in the same manner as in A 05 but his $(\partial / \partial \theta) \rho_{N}\left(\theta_{0}\right)$ replaced with our $s\left(\theta^{0}\right)$. The remaining part of his proof carries through, because Lemmas A. 5 and A. 8 of A05 holds in our context by our Assumptions $1-8$, and our Lemma 9 plays the role of Lemma A. 4 of A05.
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