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#### Abstract

This paper considers the estimation problem of structural models for which empirical restrictions are characterized by a fixed point constraint, such as structural dynamic discrete choice models or models of dynamic games. We analyze a local condition under which the nested pseudo likelihood (NPL) algorithm converges to a consistent estimator, and derive its convergence rate. We find that the NPL algorithm may not necessarily converge to a consistent estimator when the fixed point mapping does not have a local contraction property. To address the issue of divergence, we propose alternative sequential estimation procedures that can converge to a consistent estimator even when the NPL algorithm does not.
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## 1. INTRODUCTION

EMPIRICAL IMPLICATIONS OF ECONOMIC THEORY are often characterized by fixed point problems. Upon estimating such models, researchers typically consider a class of extremum estimators with a fixed point constraint $P=\Psi(\theta, P)$. For example, if $P=\{P(a \mid x)\}$ are the conditional choice probabilities, and the sample data are $\left\{a_{m}, x_{m}\right\}_{m=1}^{M}$, then maximizing $M^{-1} \sum_{m=1}^{M} \ln P\left(a_{m} \mid x_{m}\right)$ subject to $P=\Psi(\theta, P)$ gives the maximum likelihood estimator (MLE, hereafter). ${ }^{2}$

The fixed point constraint $P=\Psi(\theta, P)$ summarizes the set of structural restrictions of the model that is parametrized by a finite-dimensional vector $\theta \in \Theta .{ }^{3}$ In principle, we may compute the MLE by the nested fixed point algorithm (Rust (1987)), which repeatedly solves all the fixed points of $P=\Psi(\theta, P)$ at each candidate parameter value. The major obstacle of applying such an estimation procedure lies in the computational burden of solving the fixed point problem for a given parameter.

[^0]To reduce the computational cost, Hotz and Miller (1993) developed a representation of the value function in terms of choice probabilities, and proposed a two-step estimator that does not require solving the fixed point problem at each trial parameter value. Building on the idea of Hotz and Miller (1993), a number of recent papers in empirical industrial organization develop two-step estimators for models with multiple agents (e.g., Bajari, Benkard, and Levin (2007), Pakes, Ostrovsky, and Berry (2007), Pesendorfer and Schmidt-Dengler (2008), Bajari, Chernozhukov, Hong, and Nekipelov (2009)). These two-step estimators may suffer from substantial finite sample bias, however, when the choice probabilities are poorly estimated in the first step. ${ }^{4}$

To address the limitations of two-step estimators, Aguirregabiria and Mira (2002, 2007; henceforth AM07) developed a recursive extension of the twostep method of Hotz and Miller (1993), called the nested pseudo likelihood (NPL) algorithm. With $P=\{P(a \mid x)\}$ denoting the vector of conditional choice probabilities, the NPL algorithm starts from an initial estimate $\tilde{P}_{0}$ and iterates the following steps until $j=k$ :

Step 1. Given $\tilde{P}_{j-1}$, update $\theta$ by $\tilde{\theta}_{j}=\arg \max _{\theta \in \Theta} M^{-1} \sum_{m=1}^{M} \ln \left[\Psi\left(\theta, \tilde{P}_{j-1}\right)\right]\left(a_{m} \mid\right.$ $x_{m}$ ).

Step 2. Update $\tilde{P}_{j-1}$ using the obtained estimate $\tilde{\theta}_{j}: \tilde{P}_{j}=\Psi\left(\tilde{\theta}_{j}, \tilde{P}_{j-1}\right)$.
The estimator $\tilde{\theta}_{1}$ is a version of Hotz and Miller's two-step estimator, called the pseudo maximum likelihood (PML) estimator. As AM07 showed, it is often the case that evaluating the mapping $\Psi(\theta, P)$ for a fixed value of $P$ across different values of $\theta$ is computationally inexpensive and implementing Step 1 of the NPL algorithm is easy. This recursive method can be applied to models with unobserved heterogeneity, and the limit of the sequence of estimators is more efficient than the two-step estimators if it converges to a consistent fixed point. ${ }^{5}$

While the NPL algorithm provides an attractive apparatus for empirical researchers, its convergence is a concern, as recognized by AM07 (p. 19). Indeed, little is known about its convergence properties except that, in some examples, the NPL algorithm converges to a point distance away from the true value or fails to converge even after a large number of iterations, as shown in Pesendorfer and Schmidt-Dengler (2010; henceforth PS10) and Su and Judd (2012). In view of this mixed evidence and its practical importance, it is imperative that we understand the convergence properties of the NPL algorithm.

Su and Judd (2012) and Su (2012) proposed a constrained optimization approach called the Mathematical Program with Equilibrium Constraints

[^1](MPEC) for structural estimation. The simulation study by Su (2012) illustrates that it is computationally feasible to use state-of-the-art constrained optimization solvers to estimate a discrete choice game of incomplete information with multiple equilibria. The MPEC approach is a promising approach that can be used even when the NPL algorithm is locally unstable, although we have yet to see how successfully it can be applied to estimate empirically relevant dynamic game models such as the models of AM07.

In the first of our two main contributions, this paper derives the conditions under which the NPL algorithm converges to a consistent estimator when it is started from a neighborhood of the true value. We show that a key determinant of the convergence of the NPL algorithm is the contraction property of the mapping $\Psi$. Intuitively, the faster the mapping achieves contraction, the closer the value obtained after one iteration is to the fixed point, and the NPL algorithm works well if the mapping satisfies a good contraction property. Using the model of dynamic games of AM07 and the model of PS10 as examples, we show how the features of a model are related to the convergence property of the NPL algorithm.

As our second contribution, we propose alternative algorithms that are implementable even when the original NPL algorithm does not converge to a consistent estimator. The first algorithm replaces $\Psi(\theta, P)$ in the second step of the NPL algorithm with $\Lambda(\theta, P)=[\Psi(\theta, P)]^{\alpha} P^{1-\alpha}$, which has a better contraction property than $\Psi$ under some conditions. The second algorithm decomposes the space of $P$ into the unstable subspace and its orthogonal complement based on the eigenvectors of $\partial \Psi(\theta, P) / \partial P^{\prime}$, and takes a Newton step on the unstable subspace. The third algorithm uses multiple iterations of a fixed point mapping to gain efficiency.

The rest of the paper is organized as follows. Section 2 analyzes the convergence properties of the NPL algorithm and analyzes two examples. Section 3 develops an alternative algorithm. Simulation results are reported in Section 4, and the conclusion follows. The Supplemental Material (Kasahara and Shimotsu (2012)) contains the proofs and further results, including additional alternative algorithms, models with permanent unobserved heterogeneity, and additional Monte Carlo results.

## 2. THE MODEL AND THE NESTED PSEUDO LIKELIHOOD ALGORITHM

### 2.1. Asymptotic Properties of the NPL Estimator

We consider a class of parametric discrete choice models of which restrictions are characterized by fixed point problems. As in AM07, we assume that the data come from a cross-section of $M$ geographically separated markets over $T$ periods and are stationary over time. Hence, the data are given by $\left\{a_{m t}, x_{m t}: m=1, \ldots, M ; t=1, \ldots, T\right\}$, where $m$ is the market subindex, $a_{m t} \in A$ denotes the choice variable, and $x_{m t} \in X$ denotes the observable state variable. We assume that the support of $\left(a_{m t}, x_{m t}\right)$ is finite, $A \times X=$
$\left\{a^{1}, a^{2}, \ldots, a^{|A|}\right\} \times\left\{x^{1}, x^{2}, \ldots, x^{|X|}\right\} .^{6}$ All limits are taken as $M \rightarrow \infty$ unless stated otherwise.

Let $P \equiv\left\{P\left(a_{m t}=a \mid x_{m t}=x\right):(a, x) \in A \times X\right\}$ denote the distribution of $a_{m t}$ conditional on $x_{m t}$ in market $m$ at period $t$. Accordingly, $P$ is represented by an $L$-dimensional vector, where $L=|A||X|$. The model is parametrized with a $K$-dimensional vector $\theta \in \Theta$, and the fixed point constraint $P=\Psi(\theta, P)$ summarizes the restrictions of the model. For each $\theta$, the operator $\Psi(\theta, P)$ maps the space of conditional choice probabilities $B_{P}$ into itself. The true conditional choice probability $P^{0}$ is one of the fixed points of the operator $\Psi(\theta, P)$ evaluated at the true parameter value $\theta^{0}$. Given $\theta$, the Jacobian $\nabla_{P^{\prime}} \Psi(\theta, P)$ is an $L \times L$ matrix, where $\nabla_{P^{\prime}} \equiv\left(\partial / \partial P^{\prime}\right)$. To save space, we denote the Jacobian matrices evaluated at the true value ( $\theta^{0}, P^{0}$ ) as $\Psi_{P}^{0} \equiv \nabla_{P^{\prime}} \Psi\left(\theta^{0}, P^{0}\right)$ and $\Psi_{\theta}^{0} \equiv \nabla_{\theta^{\prime}} \Psi\left(\theta^{0}, P^{0}\right)$. Let $\|\cdot\|$ denote the Euclidean norm.

We collect the assumptions employed in AM07. Define $Q_{M}(\theta, P) \equiv M^{-1} \times$ $\sum_{m=1}^{M} \sum_{t=1}^{T} \ln \Psi(\theta, P)\left(a_{m t} \mid x_{m t}\right), \quad \tilde{\theta}_{M}(P) \equiv \arg \max _{\theta \in \Theta} Q_{M}(\theta, P), \quad Q_{0}(\theta, P) \equiv$ $E Q_{M}(\theta, P), \tilde{\theta}_{0}(P) \equiv \arg \max _{\theta \in \Theta} Q_{0}(\theta, P)$, and $\phi_{0}(P) \equiv \Psi\left(\tilde{\theta}_{0}(P), P\right)$. Define the set of population NPL fixed points as $Y_{0} \equiv\left\{(\theta, P) \in \Theta \times B_{P}: \theta \in \tilde{\theta}_{0}(P)\right.$ and $\left.P \in \phi_{0}(P)\right\}$. See AM07 for details. Denote the $s$ th-order derivative of a function $f$ with respect to all of its parameters by $\nabla^{s} f$. Let $\mathcal{N}$ denote a closed neighborhood of $\left(\theta^{0}, P^{0}\right)$.

ASSUMPTION 1: (a) The observations $\left\{a_{m t}, x_{m t}: m=1, \ldots, M ; t=1, \ldots, T\right\}$ are independent across $m$ and stationary over $t$, and $\operatorname{Pr}\left(x_{m t}=x\right)>0$ for all $x \in X$. (b) $\Psi(\theta, P)(a \mid x)>0$ for any $(a, x) \in A \times X$ and any $(\theta, P) \in \Theta \times B_{P}$. (c) $\Psi(\theta, P)$ is twice continuously differentiable. (d) $\Theta$ is compact and $B_{P}$ is a compact and convex subset of $[0,1]^{L}$. (e) There is a unique $\theta^{0} \in \operatorname{int}(\Theta)$ such that $P^{0}=\Psi\left(\theta^{0}, P^{0}\right)$. (f) $\left(\theta^{0}, P^{0}\right)$ is an isolated population NPL fixed point. (g) $\tilde{\theta}_{0}(P)$ is a single-valued and continuous function of $P$ in a neighborhood of $P^{0}$. (h) The operator $\phi_{0}(P)-P$ has a nonsingular Jacobian matrix at $P^{0}$.

Assumptions 1(b) and 1(c) imply that $E \sup _{(\theta, P) \in \Theta \times B_{P}} \| \nabla^{2} \ln \Psi(\theta, P)\left(a_{m t} \mid\right.$ $\left.x_{m t}\right) \|^{r}<\infty$ for any positive integer $r$. Assumption 1(e) is a standard identification condition. Assumptions 1(f) and 1(g) correspond to assumptions (v) and (vi) in Proposition 2 of AM07, respectively.

The PML estimator is $\hat{\theta}_{\mathrm{PML}}=\arg \max _{\theta \in \Theta} Q_{M}\left(\theta, \hat{P}_{0}\right)$, where $\hat{P}_{0}$ is an initial consistent estimator of $P^{0}$. Proposition 1 of AM07 showed that the PML estimator is consistent under Assumption 1. Also, when $\hat{P}_{0}$ satisfies

[^2]$\sqrt{M}\left(\hat{P}_{0}-P^{0}\right) \rightarrow{ }_{d} N(0, \Sigma)$, the PML estimator is asymptotically normal with asymptotic variance $V_{\mathrm{PML}}=\left(\Omega_{\theta \theta}\right)^{-1}+\left(\Omega_{\theta \theta}\right)^{-1} \Omega_{\theta P} \Sigma\left(\Omega_{\theta P}\right)^{\prime}\left(\Omega_{\theta \theta}\right)^{-1}$, where $\Omega_{\theta \theta} \equiv$ $E\left(\nabla_{\theta} s_{m} \nabla_{\theta^{\prime}} s_{m}\right)$ and $\Omega_{\theta P} \equiv E\left(\nabla_{\theta} s_{m} \nabla_{P^{\prime}} s_{m}\right)$ with $s_{m} \equiv \sum_{t=1}^{T} \ln \Psi\left(\theta^{0}, P^{0}\right)\left(a_{m t} \mid x_{m t}\right)$.

As discussed in the Introduction, Aguirregabiria and Mira $(2002,2007)$ developed a recursive extension of the PML estimator called the NPL algorithm. Starting from an initial estimator of $P^{0}$, the NPL algorithm generates a sequence of estimators $\left\{\tilde{\theta}_{j}, \tilde{P}_{j}\right\}_{j=1}^{k}$, which we call the NPL sequence. If the NPL sequence converges, its limit satisfies the conditions

$$
\begin{equation*}
\check{\theta}=\arg \max _{\theta \in \Theta} Q_{M}(\theta, \check{P}) \quad \text { and } \quad \check{P}=\Psi(\check{\theta}, \check{P}) \tag{1}
\end{equation*}
$$

A pair $(\check{\theta}, \check{P})$ that satisfies these two conditions in (1) is called an NPL fixed point. There could be multiple NPL fixed points. The NPL estimator, denoted by ( $\hat{\theta}_{\mathrm{NPL}}, \hat{P}_{\mathrm{NPL}}$ ), is defined as the NPL fixed point with the highest value of the pseudo likelihood among all the NPL fixed points.

Proposition 2 of AM07 establishes the consistency of the NPL estimator $\hat{\theta}_{\text {NPL }}$ under Assumption 1. Thus, the NPL estimator is a consistent NPL fixed point. The NPL estimator is asymptotically normal with asymptotic variance $V_{\mathrm{NPL}}=\left[\Omega_{\theta \theta}+\Omega_{\theta P}\left(I-\Psi_{P}^{0}\right)^{-1} \Psi_{\theta}^{0}\right]^{-1} \Omega_{\theta \theta}\left\{\left[\Omega_{\theta \theta}+\Omega_{\theta P}\left(I-\Psi_{P}^{0}\right)^{-1} \Psi_{\theta}^{0}\right]^{-1}\right\}^{\prime}$, while the asymptotically efficient "one-step" MLE can be obtained from the NPL estimator by a one-step update (see p. 29 of AM07 for details). The NPL estimator does not depend on the initial estimator of $P^{0}$ and is more efficient than the PML estimator, especially when the initial estimator of $P^{0}$ is imprecise.

While AM07 illustrated that the estimator obtained as a limit of the NPL sequence performs very well relative to the PML estimator in their simulation, they neither provided the conditions under which the NPL sequence converges to a consistent NPL fixed point nor analyzed how quickly the convergence occurs. On the other hand, PS10 presented an example in which the NPL sequence converges to an NPL fixed point that is a distance away from the true value. To date, little is known about the conditions under which the NPL sequence converges to a consistent NPL fixed point, that is, the NPL estimator.

### 2.2. Convergence Properties of the NPL Algorithm

We now analyze the conditions under which the NPL algorithm produces the NPL estimator when started from a neighborhood of the true value.

ASSUMPTION 2: (a) Assumption 1 holds. (b) $\Psi(\theta, P)$ is three times continuously differentiable in $\mathcal{N}$. (c) $\Omega_{\theta \theta}$ is nonsingular.

Let $P_{a, x}^{0}$ denote an $L \times 1$ vector whose elements are the probability mass function of $\left(a_{m t}, x_{m t}\right)$ arranged conformably with $\Psi(a \mid x)$. Let $\Delta_{P} \equiv$
$\operatorname{diag}\left(P^{0}\right)^{-2} \operatorname{diag}\left(P_{a, x}^{0}\right) .{ }^{7}$ With this notation, we may write $\Omega_{\theta \theta}=T \Psi_{\theta}^{0} \Delta_{P} \Psi_{\theta}^{0}$ and $\Omega_{\theta P}=T \Psi_{\theta}^{0 \prime} \Delta_{P} \Psi_{P}^{0}$. Define $M_{\Psi_{\theta}} \equiv I-\Psi_{\theta}^{0}\left(\Psi_{\theta}^{0 \prime} \Delta_{P} \Psi_{\theta}^{0}\right)^{-1} \Psi_{\theta}^{0 \prime} \Delta_{P}$, and define the spectral radius of $A$ as $\rho(A) \equiv \max \{|\lambda|: \lambda$ is an eigenvalue of $A\}$. Then $\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)^{k} \rightarrow 0$ as $k \rightarrow \infty$ if and only if $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)<1$ (Horn and Johnson (1985), Theorem 5.6.12). ${ }^{8}$ As the following propositions show, $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)$ determines the local convergence and the local divergence of the NPL sequence.

Proposition 1: Suppose that Assumption 2 holds and that $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)<1$. Then, there exists a neighborhood $\mathcal{N}_{1}$ of $P^{0}$ such that, for any initial value $\tilde{P}_{0} \in \mathcal{N}_{1}$, we have $\lim _{k \rightarrow \infty} \tilde{P}_{k}=\hat{P}_{\mathrm{NPL}}$ almost surely.

Let $H$ be an $L \times L$ matrix of the generalized eigenvectors of $M_{\Psi_{\theta}} \Psi_{P}^{0}$ such that its first $r$ columns correspond to the eigenvalues of $M_{\Psi_{\theta}} \Psi_{P}^{0}$ that are greater than 1 in modulus and each column of $H$ has a length of 1. Split $H^{-1}$ as $H^{-1}=\binom{H_{1}}{H_{2}}$, where $H_{1}$ is $r \times L$. For a constant $c$, we define a set $V(c) \equiv\left\{P \in[0,1]^{L}:\left\|H_{1}\left(P-\hat{P}_{\mathrm{NPL}}\right)\right\| \leq c\left\|H_{2}\left(P-\hat{P}_{\mathrm{NPL}}\right)\right\|\right\}$. When $c=0$, the set $V(0)$ reduces to a hyperplane $H_{1}\left(P-\hat{P}_{\mathrm{NPL}}\right)=0$ spanned by the eigenvectors of $M_{\Psi_{\theta}} \Psi_{P}^{0}$ associated with eigenvalues that are no greater than 1 in modulus, on which the NPL sequence is nondivergent.

Proposition 2: Suppose that Assumption 2 holds and that $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)>1$. Then, for any $c>0$, there exists a neighborhood $\mathcal{N}_{c}$ of $P^{0}$ such that, for any $\tilde{P}_{j-1} \in$ $\mathcal{N}_{c} \backslash V(c)$, we have $\left\|H_{1}\left(\tilde{P}_{j}-\hat{P}_{\mathrm{NPL}}\right)\right\|>\left\|H_{1}\left(\tilde{P}_{j-1}-\hat{P}_{\mathrm{NPL}}\right)\right\|$ and $\tilde{P}_{j} \notin V(c)$ almost surely. Consequently, for any initial value $\tilde{P}_{0} \in \mathcal{N}_{c} \backslash V(c)$, the NPL sequence does not converge to $\hat{P}_{\mathrm{NPL}}$ almost surely if it stays in $\mathcal{N}_{c}$.

REMARK 1: In single-agent dynamic models, the Jacobian matrix $\Psi_{P}^{0}$ is zero (Aguirregabiria and Mira (2002), Proposition 2). Consequently, the NPL method is always stable at $\left(\hat{\theta}_{\mathrm{NPL}}, \hat{P}_{\mathrm{NPL}}\right)$. Proposition 7 in the Supplemental Material shows that $\tilde{P}_{j}-\hat{P}_{\mathrm{NPL}}=O\left(M^{-1 / 2}\left\|\tilde{P}_{j-1}-\hat{P}_{\mathrm{NPL}}\right\|+\left\|\tilde{P}_{j-1}-\hat{P}_{\mathrm{NPL}}\right\|^{2}\right)$ almost surely, which implies that the convergence rate is faster than linear. See Kasahara and Shimotsu (2008) for further details.

The matrix $M_{\Psi_{\theta}}$ represents the effect of updating $\theta$ in the first step of the NPL algorithm, whereas $\Psi_{P}^{0}$ is the Jacobian of updating $P$ in the second step.

[^3]When $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)>1$, an NPL sequence starting from $\mathcal{N}_{c} \backslash V(c)$ converges to $\hat{P}_{\mathrm{NPL}}$ only if the NPL sequence first moves outside $\mathcal{N}_{c}$ and then moves either to $\hat{P}_{\text {NPL }}$ from outside of $\mathcal{N}_{c}$ or to $\mathcal{N}_{c} \cap V(c)$. The constant $c$ in Proposition 2 can be chosen to be as small as desired, and doing so makes $\mu\left(\mathcal{N}_{c} \cap V(c)\right) / \mu\left(\mathcal{N}_{c}\right)$ arbitrarily small, where $\mu$ is a Lebesgue measure. The case with $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)=1$ corresponds to a boundary case. The linear difference equation in Proposition 1 cannot fully characterize the local property of the fixed point, which depends on the details of the model (see, e.g., pp. 348-351 of Strogatz (1994)).

In general, given the nonlinear nature of the mapping $\Psi$, its local behavior may not fully characterize its global convergence property. For instance, even when $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)>1$, the NPL sequence may move away from the NPL fixed point initially and then move back to the NPL fixed point from a distance away. When the NPL sequence diverges away from the NPL estimator, an analysis of nonlinear dynamics (see, e.g., Chapter 10 of Strogatz (1994)) suggests three representative possibilities. First, as PS10 illustrated, the NPL sequence may converge to a NPL fixed point that is different from the NPL estimator. Second, as our simulation suggests, it may converge to a stable cycle. Third, the NPL sequence might never settle down to a fixed point or a period orbit.

### 2.3. The Relation Between $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)$ and $\rho\left(\Psi_{P}^{0}\right)$

The condition $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)<1$ plays an important role for the convergence of the NPL algorithm. Because $\Psi_{P}^{0}$ is often closely related to the characteristics of the economic model, we want to find a bound of $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)$ in terms of $\rho\left(\Psi_{P}^{0}\right)$. Since $M_{\Psi_{\theta}}$ is idempotent, $M_{\Psi_{\theta}}$ is diagonalizable as $M_{\Psi_{\theta}}=S D S^{-1}$, where the first $L-K$ diagonal elements of $D$ are 1 and the other elements of $D$ are zero. From the properties of the eigenvalues, we have $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)=\rho\left(S D S^{-1} \Psi_{P}^{0}\right)=$ $\rho\left(D S^{-1} \Psi_{P}^{0} S\right)$. In our context, typically $L \gg K$ because the dimension of the state variable is much larger than the number of parameters. Consequently, $D$ is close to an identity matrix, and we expect that $D S^{-1} \Psi_{P}^{0} S \simeq S^{-1} \Psi_{P}^{0} S$, which implies that the dominant eigenvalues of $M_{\Psi_{\theta}} \Psi_{P}^{0}$ and $\Psi_{P}^{0}$ are close to each other. ${ }^{9}$ In our dynamic game model with $L=144$ and $K=2$, we find that $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)$ is very similar to $\rho\left(\Psi_{P}^{0}\right)$ (see Table I).

### 2.4. Simplex Restriction on $P$

Since $P$ represents probabilities, the elements of $P$ must satisfy a simplextype restriction, and this restriction needs to be imposed in parameterizing $\Psi(\theta, P)$. Suppose $a$ has $J+1$ support points, and split $P$ into $P^{+}$and $P^{-}$, where $P^{+}$corresponds to the first to $J$ th choices, whereas $P^{-}$corresponds to

[^4]TABLE I
The Spectral Radius of $\Psi_{P}^{0}$ and $\Lambda_{P}^{0 \text { a }}$

| $\theta_{R N}$ | $\alpha$ | $\rho\left(\Psi_{P}^{0}\right)$ | $\rho\left(\Lambda_{P}^{0}\right)$ | $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)$ | $\rho\left(M_{\Lambda_{\theta}} \Lambda_{P}^{0}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.9407 | 0.3365 | 0.2572 | 0.2916 | 0.2557 |
| 2 | 0.8830 | 0.6925 | 0.4945 | 0.5949 | 0.4936 |
| 4 | 0.8250 | 1.1839 | 0.8017 | 1.1799 | 0.8046 |
| 6 | 0.7730 | 1.4788 | 0.9161 | 1.4777 | 0.9153 |

${ }^{\text {a }}$ The second column reports the optimal choice of $\alpha$ under which $\Lambda_{P}^{0}$ has the smallest spectral radius.
the $(J+1)$ th choice. Let $\mathbf{1}_{k}$ denote a $k$-vector of ones; then the simplex restriction implies $P^{-}=\mathbf{1}_{\operatorname{dim}\left(P^{-}\right)}-\mathcal{E} P^{+}$for a matrix $\mathcal{E}$ of zeros and ones defined appropriately. $\Psi(\theta, P)$ satisfies an analogous simplex restriction by its construction. Split $\Psi(\theta, P)$ analogously, and write $P$ and $\Psi(\theta, P)$ as

$$
\begin{gather*}
P=\binom{P^{+}}{P^{-}}=\binom{P^{+}}{\mathbf{1}_{\operatorname{dim}\left(P^{-}\right)}-\mathcal{E} P^{+}}=P\left(P^{+}\right),  \tag{2}\\
\Psi(\theta, P)=\Psi\left(\theta, P\left(P^{+}\right)\right)=\binom{\Psi^{+}\left(\theta, P^{+}\right)}{\Psi^{-}\left(\theta, P^{+}\right)} \\
=\binom{\Psi^{+}\left(\theta, P^{+}\right)}{\mathbf{1}_{\operatorname{dim}\left(P^{-}\right)}-\mathcal{E} \Psi^{+}\left(\theta, P^{+}\right)} .
\end{gather*}
$$

Note from (3) that the derivative of $\Psi(\theta, P)$ with respect to $P^{-}$is zero.
The following proposition shows that the restrictions (2) and (3) do not affect the validity of Propositions 1 and 2 . Define $\Psi_{\theta}^{+} \equiv \nabla_{\theta^{\prime}} \Psi^{+}\left(\theta^{0}, P^{0+}\right)$, $\Psi_{P^{+}}^{+} \equiv \nabla_{P^{+}} \Psi^{+}\left(\theta^{0}, P^{0+}\right)$, and $M_{\Psi_{\theta}}^{+} \equiv I_{\operatorname{dim}\left(P^{+}\right)}-\Psi_{\theta}^{+}\left(\Psi_{\theta}^{+\prime} \Delta_{P}^{+} \Psi_{\theta}^{+}\right)^{-1} \Psi_{\theta}^{+\prime} \Delta_{P}^{+}$, where $\Delta_{P}^{+} \equiv U^{\prime} \Delta_{P} U$ with $U \equiv\left[I_{\operatorname{dim}\left(P^{+}\right)} \vdots-\mathcal{E}^{\prime}\right]^{\prime}$.

Proposition 3: Suppose that $\tilde{P}_{0}$ satisfies the simplex restriction (2). Then, Propositions 1 and 2 hold, and the nonzero eigenvalues of $M_{\Psi_{\theta}} \Psi_{P}^{0}$ and $\Psi_{P}^{0}$ are the same as the nonzero eigenvalues of $M_{\Psi_{\theta}}^{+} \Psi_{P^{+}}^{+}$and $\Psi_{P^{+}}^{+}$, respectively.

Therefore, in practice, it suffices to check the eigenvalues of $M_{\Psi_{\theta}}^{+} \Psi_{P^{+}}^{+}$to examine the convergence property of the NPL algorithm.

### 2.5. Examples

The following two examples illustrate Propositions 1-3.
Example 1-A Dynamic Discrete Game by PS10: PS10 presented a game in which the global behavior of the NPL mapping can be analytically derived.

There are two firms with a binary choice $a_{i} \in\{0,1\}$ for $i=1,2$, where $a_{i}=1$ indicates firm $i$ is active. The model has no state variable. The conditional choice probability is summarized by $P^{+}=\left(P_{1}^{+}, P_{2}^{+}\right)^{\prime}$, where $P_{i}^{+}$denotes firm $i$ 's probability of choosing $a_{i}=1$. The model has one parameter, $\theta$, and the true parameter value $\theta^{0}$ is in the interior of the parameter space $\Theta=[-10,-1]$. The data are generated from a unique symmetric equilibrium, $P_{1}^{+}=P_{2}^{+}=1 /\left(1-\theta^{0}\right)$. When $P^{+}$is in a neighborhood of the equilibrium, the mapping $\Psi^{+}$takes the form

$$
\Psi^{+}\left(\theta, P^{+}\right)=\binom{\Psi_{1}^{+}\left(\theta, P^{+}\right)}{\Psi_{2}^{+}\left(\theta, P^{+}\right)}=\binom{1+\theta P_{2}^{+}}{1+\theta P_{1}^{+}} .
$$

PS10 showed that the NPL sequence converges to one of the inconsistent NPL fixed points if the initial estimate does not satisfy $P_{1}^{+}=P_{2}^{+}$; if the initial estimate does satisfy $P_{1}^{+}=P_{2}^{+}$, then the NPL sequence converges to the NPL estimator in one iteration.

We apply our local analysis to their model. With the definition of $\Psi_{P^{+}}^{+}$and $M_{\Psi_{\theta}}^{+}$, a direct calculation gives

$$
\begin{aligned}
& \Psi_{P^{+}}^{+}=\left(\begin{array}{cc}
0 & \theta^{0} \\
\theta^{0} & 0
\end{array}\right), \quad M_{\Psi_{\theta}}^{+}=\frac{1}{2}\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right), \\
& M_{\Psi_{\theta}}^{+} \Psi_{P^{+}}^{+}=\frac{\theta^{0}}{2}\left(\begin{array}{cc}
-1 & 1 \\
1 & -1
\end{array}\right) .
\end{aligned}
$$

The eigenvalues of $\Psi_{P^{+}}^{+}$are $\theta^{0}$ and $-\theta^{0}$, and the eigenvalues of $M_{\Psi_{\theta}}^{+} \Psi_{P^{+}}^{+}$are 0 and $-\theta^{0}$. Because all the eigenvalues of $\Psi_{P+}^{+}$are outside the unit circle, the fixed point mapping $P^{+}=\Psi^{+}\left(\theta, P^{+}\right)$has no convergent path. Multiplying $M_{\Psi_{\theta}}^{+}$ annihilates the eigenvector of $\Psi_{P^{+}}^{+}$associated with $\theta^{0}$ but does not change the spectral radius of $\Psi_{P^{+}}^{+}$. Consequently, the NPL operator inherits the instability of $\Psi(\theta, P)$. From Proposition 2, the NPL sequence diverges away from the NPL estimator in the neighborhood of $\left(\theta^{0}, P^{0}\right)$ if the initial estimator does not lie on the convergent trajectory $P_{1}^{+}=P_{2}^{+}$. These local results are weaker than the global results in PS10, but are consistent with their findings.

In PS10, it was assumed that $\theta^{0}<-1$. However, if $\theta^{0} \in(-1,0)$, then $\rho\left(M_{\Psi_{\theta}}^{+} \Psi_{P^{+}}^{+}\right)<1$, and the NPL sequence locally converges to the NPL estimator. The range of the parameter values for which the NPL operator is stable corresponds to a small interaction between agents, where $\theta^{0}=0$ implies no interaction. When $\theta^{0}=-1$, then $\rho\left(M_{\Psi_{\theta}} \Psi_{P}\right)=1$ and we cannot apply our local analysis. ${ }^{10}$

The stability property of $\Psi(\theta, P)$ may not completely characterize the stability property of the NPL operator because of the effect of $\tilde{\theta}_{M}\left(\tilde{P}_{j-1}\right)$ in the

[^5]NPL algorithm. Now, suppose that firm $i$ 's payoff is given by $\theta_{i}+\varepsilon_{i}^{1}$ if both firms are active, so that the model has two parameters $\theta_{1}$ and $\theta_{2}$. Suppose that the true parameter value is $\theta_{1}^{0}=\theta_{2}^{0}=\theta_{0}^{0}$, and the data are generated from $P_{1}^{+}=P_{2}^{+}=1 /\left(1-\theta_{0}^{0}\right)$ as before, although we do not impose $\theta_{1}=\theta_{2}$ in the estimation. Then,

$$
\begin{aligned}
& \Psi^{+}\left(\theta, P^{+}\right)=\binom{1+\theta_{1} P_{2}^{+}}{1+\theta_{2} P_{1}^{+}}, \quad \Psi_{P^{+}}^{+}=\left(\begin{array}{cc}
0 & \theta_{1}^{0} \\
\theta_{2}^{0} & 0
\end{array}\right), \\
& M_{\Psi_{\theta}}^{+}=M_{\Psi_{\theta}}^{+} \Psi_{P^{+}}^{+}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) .
\end{aligned}
$$

The eigenvalues of $\Psi_{P^{+}}^{+}$are $\pm \sqrt{\theta_{1}^{0} \theta_{2}^{0}}= \pm \theta_{0}^{0}$, while the eigenvalues of $M_{\Psi_{\theta}}^{+} \Psi_{P^{+}}^{+}$ are equal to zero. If $\theta_{0}^{0} \in(-10,-1)$, the data are generated from the unstable symmetric equilibrium studied in PS10. The NPL sequence converges locally, however, because multiplying $M_{\Psi_{\theta}}^{+}$annihilates both of the eigenvectors of $\Psi_{P^{+}}^{+}$ associated with $\theta_{0}^{0}$ and $-\theta_{0}^{0}$.

Example 2-A Dynamic Discrete Game by AM07: Consider the model of dynamic discrete games in Section 2 of AM07, with two firms and a binary choice $a_{i t} \in A=\{0,1\}$ for $i=1,2$. The primitives of the model are the profit functions $\Pi_{i}\left(a_{i t}, a_{-i t}, x_{t} ; \theta\right)$ 's, the transition probability function $f\left(x_{t+1} \mid a_{1 t}, a_{2 t}, x_{t}\right)$, the probability density function $g\left(\varepsilon_{i t} ; \theta\right)$ of independent and identically distributed (i.i.d.) private information, and the discount factor $\beta$. $x_{t} \in X=\left\{x^{1}, \ldots, x^{|X|}\right\}$ is common knowledge and consists of $\left(S_{t}, a_{1, t-1}, a_{2, t-1}\right)$, where $S_{t}$ follows an exogenous Markov process, so that the profit functions are $\Pi_{i}\left(a_{i t}, a_{-i t}, S_{t}, a_{i, t-1}, a_{-i, t-1} ; \theta\right) . f\left(x_{t+1} \mid x_{t}, a_{t}\right)$ and $\beta$ are assumed to be known.

The vector of the conditional choice probability is given by $P=\left(P_{1}^{\prime}, P_{2}^{\prime}\right)^{\prime}$, where $P_{i}=\left(P_{i}\left(0 \mid x^{1}\right), \ldots, P_{i}\left(0 \mid x^{|X|}\right), P_{i}\left(1 \mid x^{1}\right), \ldots, P_{i}\left(1 \mid x^{|X|}\right)\right)^{\prime}$. The equilibrium of the model is a fixed point of the mapping $\Psi(\theta, P)$ defined in equation (15) in AM07. In the Supplemental Material, we show that the Jacobian of $\Psi(\theta, P)$ evaluated at $\left(\theta^{0}, P^{0}\right)$ takes the form

$$
\Psi_{P}^{0}=\left(\begin{array}{cc}
0 & \nabla_{P_{2}^{\prime}} \Psi_{1}\left(\theta^{0}, P^{0}\right)  \tag{4}\\
\nabla_{P_{1}^{\prime}} \Psi_{2}\left(\theta^{0}, P^{0}\right) & 0
\end{array}\right),
$$

where the diagonal blocks of $\Psi_{P}^{0}$ are zero from Proposition 2 of Aguirregabiria and Mira (2002).

The form of $\Psi_{P}^{0}$ in (4) suggests that the best response mapping $\Psi(\theta, P)$ is locally stable at an equilibrium if $\nabla_{P_{-i}^{\prime}} \Psi_{i}\left(\theta^{0}, P^{0}\right)$ 's are sufficiently small. ${ }^{11}$ The

[^6]following proposition shows how the local convergence condition is related to the size of the interaction between agents.

ASSUMPTION 3: (a) Assumption 2 holds. (b) $\Pi_{i}\left(a_{i t}, a_{-i t}, x_{t} ; \theta\right)$ is twice continuously differentiable in $\theta$ for $i=1,2$. (c) There exists $\theta^{*} \in \Theta$ such that $\Pi_{i}\left(a_{i t}, a_{-i t}^{\dagger}, S_{t}, a_{i, t-1}, a_{-i, t-1}^{\dagger} ; \theta^{*}\right)=\Pi_{i}\left(a_{i t}, a_{-i t}^{\ddagger}, S_{t}, a_{i, t-1}, a_{-i, t-1}^{\ddagger} ; \theta^{*}\right)$ for any $\left(a_{-i t}^{\dagger}, a_{-i t}^{\ddagger}, a_{-i, t-1}^{\dagger}, a_{-i, t-1}^{\ddagger}\right) \in A^{4}$ for $i=1,2$. (d) There exists $\theta^{\circ} \in \Theta$ such that $\Pi_{i}\left(a_{i t}, a_{-i t}^{\dagger}, x_{t} ; \theta^{\diamond}\right)=\Pi_{i}\left(a_{i t}, a_{-i t}^{\ddagger}, x_{t} ; \theta^{\circ}\right)$ for any $\left(a_{-i t}^{\dagger}, a_{-i t}^{\ddagger}\right) \in A^{2}$, for $i=1,2$.

Assumption 3(c) implies that, under $\theta^{*}$, neither a current nor a past action of the competitor affects a firm's profit function. Assumption 3(d) is weaker than Assumption 3(c) and implies that, under $\theta^{\circ}$, a current action of the competitor does not affect a firm's profit function.

Proposition 4: (a) Suppose that Assumptions 3(a)-(c) hold. Then, there exists a neighborhood $\mathcal{N}^{*}$ of $\theta^{*}$ such that, for any $\theta^{0} \in \mathcal{N}^{*}$, there is a Markov perfect equilibrium $P^{0}=\Psi\left(\theta^{0}, P^{0}\right)$ that satisfies $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)<1$. (b) Suppose that Assumptions 3(a), 3(b), and 3(d) hold. Then, there exists a neighborhood $\mathcal{N}^{\circ}$ of $(\beta, \theta)=\left(0, \theta^{\circ}\right)$ such that, for any $\left(\beta, \theta^{0}\right) \in \mathcal{N}^{\triangleright}$, there is a Markov perfect equilibrium $P^{0}=\Psi\left(\theta^{0}, P^{0}\right)$ that satisfies $\rho\left(M_{\Psi_{\theta}} \Psi_{P}^{0}\right)<1$.

Therefore, a Markov perfect equilibrium for which the local convergence holds exists if the contemporaneous interaction between firms is small and either (i) the dynamic interaction between firms is small, or (ii) the discount factor is small.

## 3. ALTERNATIVE SEQUENTIAL LIKELIHOOD-BASED ESTIMATORS

When $\Psi(\theta, P)$ is not a contraction in a neighborhood of $\left(\theta^{0}, P^{0}\right)$, the NPL algorithm may not produce a consistent estimator. This section discusses alternative estimation algorithms that are implementable even in such cases.

Consider a class of mappings obtained as a log-linear combination of $\Psi(\theta, P)$ and $P$ :

$$
[\Lambda(\theta, P)](a \mid x) \equiv\{[\Psi(\theta, P)](a \mid x)\}^{\alpha} P(a \mid x)^{1-\alpha}
$$

for all $(a, x) \in A \times X$. In numerical analysis, this is known as the relaxation method. ${ }^{12}$ We consider the NPL- $\Lambda$ algorithm that updates $\theta$ as in the first step of the original NPL algorithm but updates $P$ using $\Lambda(\theta, P)$ in place of $\Psi(\theta, P)$ in the second step. $P$ is a fixed point of $\Psi(\theta, P)$ if and only if it is a fixed point of $\Lambda(\theta, P)$. Therefore, in view of equation (1), the original NPL algorithm and

[^7]the NPL- $\Lambda$ algorithm share the same set of NPL fixed points. Define $\Lambda_{P}^{0} \equiv$ $\nabla_{P^{\prime}} \Lambda\left(\theta^{0}, P^{0}\right)$.

Proposition 5: (a) Suppose that the real part of every eigenvalue of $\Psi_{P}^{0}$ is smaller than 1 . Then there exists $\alpha>0$ such that $\rho\left(\Lambda_{P}^{0}\right)<1$. (b) Suppose that the real part of every eigenvalue of $\Psi_{P}^{0}$ is greater than 1 . Then there exists $\alpha<0$ such that $\rho\left(\Lambda_{P}^{0}\right)<1$.

Therefore, when the real part of every eigenvalue of $\Psi_{P}^{0}$ is smaller than 1 (or greater than 1), we may choose the value of $\alpha$ so that $\Lambda(\theta, P)$ becomes locally contractive even when $\Psi(\theta, P)$ is not locally contractive. ${ }^{13}$ Once an appropriate value of $\alpha$ is determined, the NPL- $\Lambda$ algorithm converges to the NPL estimator under weaker conditions than for the original NPL algorithm at a similar computational cost. ${ }^{14}$

In the model of PS10, setting $\alpha=1 /\left(1+\theta^{0}\right)$ gives $\rho\left(M_{\Lambda_{\theta}}^{+} \Lambda_{P^{+}}^{+}\right)=0$ for $\theta^{0} \in(-10,-1) \cup(-1,0)$ and the local convergence condition holds, where $\Lambda^{+}\left(\theta, P^{+}\right)=\left\{\Psi^{+}\left(\theta, P^{+}\right)\right\}^{\alpha}\left(P^{+}\right)^{1-\alpha}$ and $M_{\Lambda_{\theta}}^{+}$is defined analogously to $M_{\Psi_{\theta}}^{+} \cdot{ }^{15}$

In the Supplemental Material, we discuss two additional algorithms, the Recursive Projection Method (RPM) and the $q$-NPL algorithm. The RPM converges locally for any eigenvalues of $\Psi_{P}^{0}$, but it is computationally more intensive than the relaxation method. The $q$-NPL algorithm improves the efficiency of the estimates from the relaxation method and RPM algorithm.

## 4. MONTE CARLO EXPERIMENTS

We consider a dynamic game model of market entry and exit studied in Section 4 of AM07. We set the number of firms $N=3$. The profit of firm $i$ operating in market $m$ in period $t$ is equal to $\tilde{\Pi}_{i t}(1)=\theta_{R S} \ln S_{m t}-\theta_{R N} \ln (1+$ $\left.\sum_{j \neq i} a_{j m t}\right)-\theta_{F C, i}-\theta_{E C}\left(1-a_{i m, t-1}\right)+\varepsilon_{i m t}(1)$, whereas its profit is $\tilde{\Pi}_{i t}(0)=$
${ }^{13}$ When $\alpha<0$, the elements of $\Lambda(\theta, P)$ may take values greater than 1 if $\Psi(\theta, P)$ is very small and $(\theta, P)$ is away from $\left(\theta^{0}, P^{0}\right)$. In practice, when $\alpha<0$, we may modify Step 2 as $\tilde{P}_{j}(a \mid x)=\min \left\{\left[\Lambda\left(\tilde{\theta}_{j}, \tilde{P}_{j-1}\right)\right](a \mid x), 1-\varepsilon\right\}$ for a small $\varepsilon>0$ to avoid such a possibility. When all the eigenvalues of $\Psi_{P}^{0}$ are real and smaller than 1, the optimal $\alpha$ is given by Judd (1998, p. 80) as $\alpha^{*}=2 /\left(2-\lambda_{\max }-\lambda_{\min }\right)$, where $\lambda_{\max }$ and $\lambda_{\min }$ are the largest and smallest eigenvalues of $\Psi_{P}^{0}$. In general, to optimally choose the value of $\alpha$, we need to evaluate the Jacobian matrix $\Psi_{P}^{0}$ and all of its eigenvalues, say, using the PML estimator. In practice, when the evaluation of $\Psi_{P}^{0}$ is too costly, choosing $\alpha \approx 0$ leads to a locally contracting $\Lambda$ from the proof of Proposition 5.
${ }^{14}$ Step 1 of the NPL- $\Lambda$ algorithm is identical to that of the NPL algorithm because both algorithms update $\theta$ by maximizing the same objective function, while the computational cost of Step 2 of the NPL- $\Lambda$ is mostly determined by the cost of evaluating the mapping $\Psi\left(\tilde{\theta}_{j}, \tilde{P}_{j-1}\right)$.
${ }^{15} \mathrm{~A}$ direct calculation gives

$$
M_{\Lambda_{\theta}}^{+} \Lambda_{P^{+}}^{+}=\frac{1-\alpha\left(1+\theta^{0}\right)}{2}\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \quad \text { for } \quad \alpha=1 /\left(1+\theta^{0}\right) .
$$

$\varepsilon_{\text {imt }}(0)$ if the firm is not operating. We assume that $\left\{\varepsilon_{\text {imt }}(0), \varepsilon_{\text {imt }}(1)\right\}$ follow i.i.d. Type I extreme value distribution, and $S_{m t}$ follows an exogenous first-order Markov process $f_{S}\left(S_{m, t+1} \mid S_{m t}\right) .{ }^{16}$ The discount factor is set to $\beta=0.96$, and the parameter values are given by $\theta_{R S}=1.0, \theta_{E C}=1.0, \theta_{F C, 1}=1.0, \theta_{F C, 2}=0.9$, and $\theta_{F C, 3}=0.8$. The parameter $\theta_{R N}$ determines the degree of strategic substitutabilities among firms and is the main determinant of the dominant eigenvalue of $\Psi_{P}^{0}$. All of the eigenvalues of $\Psi_{P}^{0}$ are inside the unit circle for $\theta_{R N}=1$ and 2 , while the smallest eigenvalues are less than -1 for $\theta_{R N}=4$ and 6 . We therefore let $\theta_{R N}$ take on a value of 2 or 4 across experiments and examine the performance of different estimators. We estimate $\theta_{R S}$ and $\theta_{R N}$, leaving the other parameters fixed at the true values.

We apply nonlinear equation solvers to find all of the solutions for $P=$ $\Psi\left(\theta^{0}, P\right)$. Across 1000 random initial values of $P$, the nonlinear equation solvers always find an identical solution upon successful convergence. ${ }^{17}$ This suggests that $\Psi\left(\theta^{0}, P\right)$ has a unique fixed point. Similarly, the nonlinear equation solvers always find an identical solution for $P-\phi_{0}(P)=0$ upon successful convergence, suggesting the unique NPL fixed point.

To generate an observation, we first randomly draw $x_{m}=\left\{S_{m 1}, a_{1 m 0}, a_{2 m 0}\right.$, $\left.a_{3 m 0}\right\}$ from the steady-state distribution implied by the model. Then, given $x_{m}$, we draw $\left\{a_{1 m 1}, a_{2 m 1}, a_{3 m 1}\right\}$ from the equilibrium conditional choice probabilities. We replicate 1000 simulated samples for each of $M=500,2000$, and 8000 observations.

For the mapping $\Lambda$, we set $\alpha=0.825$, which minimizes the spectral radius of $\Lambda_{P}^{0}$. As shown in Table I, the spectral radii of $M_{\Psi_{\theta}} \Psi_{P}^{0}$ and $M_{\Lambda_{\theta}} \Lambda_{P}^{0}$ are very similar to those of $\Psi_{P}^{0}$ and $\Lambda_{P}^{0}$, respectively. Thus, in view of Propositions 1 and 2, the convergence property of the NPL algorithm is primarily determined by the dominant eigenvalue of $\Psi_{P}^{0}$ and $\Lambda_{P}^{0}$.

Table II compares the performance of the two-step (PML) estimator and sequential estimators generated by the following four sequential algorithms evaluated at $k=50$ iterations: (i) the NPL algorithm using $\Psi$, (ii) the NPL- $\Lambda$ algorithm, (iii) the approximate RPM algorithm using $\Gamma(\theta, P, \eta)$ with $\delta=0.5$, and (iv) the approximate $q$-NPL using $\Lambda^{q}(\theta, P, \eta)$ with $q=4$. They are denoted by

[^8]TABLE II
Bias and RMSE

"PML," "NPL- $\Psi$," "NPL- $\Lambda$," "RPM," and " $q$-NPL- $\Lambda^{q}$," respectively. We report the bias and the root mean squared error (RMSE) of $\hat{\theta}_{R N}$ and $\hat{\theta}_{R S}$ across different estimators.

For $\theta_{R N}=2$, the NPL- $\Psi$ performs substantially better than the PML across different sample sizes, and the NPL- $\Lambda$ and NPL- $\Psi$ converge to the same estimate. On the other hand, when $\theta_{R N}=4$, the NPL- $\Psi$ performs substantially worse than the NPL- $\Lambda$, reflecting divergence. Further, as the sample size increases from 500 to 8000 , the RMSE of the NPL- $\Lambda$ decreases approximately at the rate of $M^{1 / 2}$, but the RMSE of the NPL- $\Psi$ decreases at a much slower rate. For $\theta_{R N}=4$ and $M=8000$, the RMSE of the NPL- $\Psi$ is even larger than that of the PML. Across different sample sizes and parameters, the RPM and the $q$-NPL- $\Lambda^{q}$ outperform the NPL- $\Psi$.

The first four rows of Table III compare the RMSE across the estimators of $\theta_{R N}$ generated by different algorithms after $k=2,5,10, \ldots, 25$ iterations when $M=8000$. For $\theta_{R N}=2$, the RMSE changes little after $j=5$ iterations across all the algorithms, indicating their convergence. For $\theta_{R N}=4$, the RMSE of the

TABLE III
RMSE OF $\hat{\theta}_{R N, k}$ FOR $k=2,5,10, \ldots, 25$ AT $M=8000^{\text {a }}$

|  | $k=2$ | $k=5$ | $k=10$ | $k=15$ | $k=20$ | $k=25$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\theta_{R N}=2$ |  |  |  |  |  |
| $\tilde{\theta}_{R N, k}$ | NPL- $\Psi$ | 0.1196 | 0.1133 | 0.1130 | 0.1130 | 0.1130 |  |  |
| NPL- $\Lambda$ | 0.1227 | 0.1131 | 0.1130 | 0.1130 | 0.1130 | 0.1130 |  |  |
| RPM | 0.1401 | 0.1122 | 0.1120 | 0.1118 | 0.1117 | 0.1116 |  |  |
| $q-$ NPL- $\Lambda^{q}$ | 0.1061 | 0.1051 | 0.1052 | 0.1052 | 0.1052 | 0.1052 |  |  |
| RMSE of $\left(\tilde{\theta}_{R N, k+1}-\tilde{\theta}_{R N, k}\right)$ | 0.0532 | 0.0041 | 0.0003 | 0.0000 | 0.0000 | 0.0000 |  |  |
| RMSE of $\left(\tilde{\theta}_{R N, k+2}-\tilde{\theta}_{R N, k}\right)$ | 0.0505 | 0.0017 | 0.0001 | 0.0000 | 0.0000 | 0.0000 |  |  |
|  |  |  |  | $\theta_{R N}=4$ |  |  |  |  |
| $\tilde{\theta}_{R N, k}$ | 0.0713 | 0.0748 | 0.0807 | 0.1235 | 0.1299 | 0.1593 |  |  |
|  | NPL- $\Psi$ | 0.0651 | 0.0363 | 0.0353 | 0.0352 | 0.0352 |  |  |
| NPL- $\Lambda$ | 0.0600 | 0.0357 | 0.0350 | 0.0341 | 0.0343 | 0.0352 |  |  |
| RPM | 0.0366 | 0.0332 | 0.0328 | 0.0328 | 0.0328 | 0.0328 |  |  |
| $q-$ NPL- $\Lambda^{q}$ | 0.1272 | 0.1106 | 0.1551 | 0.2037 | 0.2410 | 0.2624 |  |  |
| RMSE of $\left(\tilde{\theta}_{R N, k+1}-\tilde{\theta}_{R N, k}\right)$ | 0.0310 | 0.0152 | 0.0157 | 0.0132 | 0.0101 | 0.0076 |  |  |
| RMSE of $\left(\tilde{\theta}_{R N, k+2}-\tilde{\theta}_{R N, k}\right)$ |  |  |  |  |  |  |  |  |

${ }^{\text {a }}$ The last two rows report the RMSE of $\left(\tilde{\theta}_{R N, k+1}-\tilde{\theta}_{R N, k}\right)$ and $\left(\tilde{\theta}_{R N, k+2}-\tilde{\theta}_{R N, k}\right)$ for NPL- $\Psi$.

NPL- $\Psi$ sequence increases with the number of iterations, whereas our proposed estimators converge after 10 iterations. The last two rows of Table III report the RMSE of the first and the second differences of the NPL- $\Psi$ sequence so as to examine its possible convergence to a two-period cycle. When $\theta_{R N}=4$, the NPL- $\Psi$ sequence does not converge to a NPL fixed point, but it gradually converges every other iteration, suggesting its convergence toward a two-period cycle.

## 5. CONCLUDING REMARKS AND EXTENSION

This paper analyzes the convergence properties of the NPL algorithm to estimate a class of structural models characterized by a fixed point constraint. We demonstrate how the local convergence property of the NPL algorithm is related to the feature of an economic model, and show that a key determinant is the contraction property of the fixed point mapping.

In practice, the convergence condition may be violated. In such a case, the NPL algorithm will not converge to a consistent estimator even if it is started from a neighborhood of the true parameter value. We develop alternative sequential estimators that can be used even when the original fixed point mapping is not locally contractive. As our simulations illustrate, these alternative estimators work well even when the original fixed point mapping is not a contraction, and their performance is substantially better than that of the two-step PML estimator.

Our convergence analysis is local. In a model with multiple NPL fixed points, whether the sequential algorithms analyzed in this paper can be used to obtain a consistent NPL fixed point depends on the initial value of $P$. Thus, when a reliable initial estimate is not available, it is recommended to repeatedly apply the NPL algorithm with different initial values. A closely related unresolved issue is the size of the domain of attraction for these sequential algorithms. For instance, if the $q$-NPL algorithm has a smaller domain of attraction than the NPL algorithm, then the finite sample properties of the $q$-NPL estimator may be worse than those of the NPL estimator. Examining such a possibility is an important future topic.
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    ${ }^{2}$ For simplicity, we assume that the distribution function of $x_{m}$ is known. In many structural models, the distribution function of $x_{m}$ can be estimated using only the data of $\left\{x_{m}\right\}_{m=1}^{M}$.
    ${ }^{3}$ Examples of the operator $\Psi(\theta, P)$ include, among others, the policy iteration operator for a single-agent dynamic programming model (e.g., Rust (1987), Hotz and Miller (1993), Aguirregabiria and Mira (2002), Kasahara and Shimotsu (2008)), the best response mapping of a game (e.g., Aguirregabiria and Mira (2007), Pakes, Ostrovsky, and Berry (2007), Pesendorfer and Schmidt-Dengler (2008)), and the fixed point operator for a recursive competitive equilibrium (e.g., Aiyagari (1994); Krusell and Smith (1998)).

[^1]:    ${ }^{4}$ See, for example, simulation results in Aguirregabiria and Mira (2007) and Pakes, Ostrovsky, and Berry (2007).
    ${ }^{5}$ Two-step estimators can be applied to models with unobserved heterogeneity when an initial consistent estimator of the type-specific conditional choice probabilities is available. Kasahara and Shimotsu (2009) derived sufficient conditions for nonparametric identification of a finite mixture model of dynamic discrete choices.

[^2]:    ${ }^{6}$ It would be interesting to extend our analysis to models with continuously distributed variables. The asymptotic analysis of the NPL estimator in such models may become substantially complicated, however, because it involves functional derivatives of mappings such as $\tilde{\theta}_{M}(P)$. We conjecture that, under suitable regularity conditions, the NPL estimator is asymptotically normal and Propositions 1 and 2 hold if matrices such as $\Psi_{P}^{0}$ and $M_{\Psi_{\theta}}$ are replaced with corresponding operators. A detailed analysis is left for future research.

[^3]:    ${ }^{7}$ In a multiplayer model of a dynamic game in which unobserved state variables are independent across players, such as the model of AM07, $\Delta_{P}$ is simplified as $\operatorname{diag}\left(P^{0}\right)^{-1} \operatorname{diag}\left(f_{x}\right)$, where $f_{x}$ is an $L \times 1$ vector whose elements are the probability mass function of $x_{i}$ arranged conformably with $P(a \mid x)$.
    ${ }^{8} \rho(A) \leq\|A\|$ holds for any matrix $A$ and any matrix norm $\|\cdot\|$. Therefore, $\|A\|<1$ is a sufficient but not necessary condition for the convergence of $A^{k}$ to zero.

[^4]:    ${ }^{9}$ If $\lambda(A)$ is an algebraically simple eigenvalue of $A$, then $\lambda(A+\Delta) / \lambda(A)=\left(y^{H} \Delta x\right) /\left(y^{H} A x\right)+$ $\left(\|\Delta\|^{2}\right)$, where $x$ and $y$ are a right- and left- $\lambda(A)$ eigenvector of $A$. See, for example, Theorem 6.3.12 of Horn and Johnson (1985).

[^5]:    ${ }^{10}$ In the model of PS10, there exists a unique globally stable population NPL fixed point when $\theta^{0}=-1$.

[^6]:    ${ }^{11}$ As pointed out by Su and Judd (2012), the stability of the best response mapping at an equilibrium is not among the common notions pertaining to the stability of equilibria in game theory literature. PS10 and Aguirregabiria and Nevo (2010) provided two contrasting views on the possibility of using the stability of the best response mapping as a refinement concept.

[^7]:    ${ }^{12}$ Başar (1987) applied the relaxation method to find a Nash equilibrium. Ljungqvist and Sargent (2004, p. 574) also suggested applying the relaxation method to the model of Aiyagari (1994).

[^8]:    ${ }^{16}$ The state space for the market size $S_{m t}$ is $\{2,6,10\}$. The transition probability matrix of $S_{m t}$ is given by

    $$
    \left[\begin{array}{lll}
    0.8 & 0.2 & 0.0 \\
    0.2 & 0.6 & 0.2 \\
    0.0 & 0.2 & 0.8
    \end{array}\right] .
    $$

    ${ }^{17}$ We use two different nonlinear equation solvers in Matlab: "c05nb" from the NAG Toolbox for Matlab and "fsolve" from the Optimization Toolbox. For $\theta_{R N}^{0}=4$, the nonlinear equation solver "c05nb" successfully found a solution for the system of the nonlinear equation $P=\Psi\left(\theta^{0}, P\right)$ in 568 out of 1000 cases, and all of the 568 solutions were identical. The result was similar when we used "fsolve" in place of "c05nb."

